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ABSTRACT

Fuzzing is an effective and widely used technique for finding security bugs and vulnerabilities in software. It inputs irregular test data into a target program to try to trigger a vulnerable condition in the program execution. Since the first random fuzzing system was constructed, fuzzing efficiency has been greatly improved by combination with several useful techniques, including dynamic symbolic execution, coverage guide, grammar representation, scheduling algorithms, dynamic taint analysis, static analysis and machine learning. In this paper, we will systematically review these techniques and their corresponding representative fuzzing systems. By introducing the principles, advantages and disadvantages of these techniques, we hope to provide researchers with a systematic and deeper understanding of fuzzing techniques and provide some references for this field.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

A software bug is an error, flaw, failure or fault in a computer program or system that causes it to produce an incorrect or unexpected result or to behave in unintended ways (Wikipedia, 2017a). Bugs usually stem from a program’s source code or design. To eliminate such errors, traditional test methods use handwritten test cases, such as unit testing, mainly to validate the functionality of the software components. However, this approach is insufficient to uncover critical bugs.

Critical bugs, called software vulnerabilities, are significantly more dangerous than others and may affect the security of the entire system. Vulnerabilities allow attackers to corrupt important data structures and execute arbitrary code with the privileges of the program, even completely controlling the system on which the program is running. Vulnerability is the intersection of three elements: a system susceptibility or flaw, access to the flaw by an attacker, and the attacker’s capability to exploit the flaw (Wikipedia, 2017b).

Fuzzing is a highly effective vulnerability detection technique. It tests a system with the continuous processing of test cases generated by another program. At the same time, the system is monitored to expose any defects revealed by processing this input. The first fuzzing tool was developed by Miller et al. (1990) and was originally designed to test the reliability...
of UNIX tools. Since then, increasing numbers of systems have improved the efficiency of fuzzing by introducing new techniques, and many vulnerabilities have been detected in software programs. In this article, we will focus on fuzzing techniques and fuzzing systems for expanded discussion.

The rest of this paper is structured as follows. Section 2 introduces fuzzing systems from different perspectives. Section 3 analyses different techniques used in fuzzing systems. Section 4 presents representative fuzzing systems by time period. Section 5 analyses and compares multiple representative fuzzing systems. Section 6 discusses the future directions of fuzzing. Section 7 presents the conclusions drawn.

2. Anatomy of a fuzzing system

Nearly 30 years have passed since the first fuzzing system was constructed. Several new techniques have been introduced into fuzzing systems, which are becoming increasingly complicated. In this section, we will analyse fuzzing systems and fuzzing techniques from different angles, including the structure of a fuzzing system, the classifications of fuzzing systems and fuzzing systems used in different fields.

2.1. The structure of a fuzzing system

Due to the inefficiency of early fuzzing systems, fuzzing techniques have been improved and combined with other techniques over the years. The structure of fuzzing systems has also changed and become more complicated.

2.1.1. The original fuzzing system

The structure of the early fuzzing system is simple, as shown in the blue dashed frame in Fig. 1. The words linked to the function module are the techniques implemented in this module. The relation between modules connected by red arrows is control, and the relation between modules connected by black arrows is data transfer. Five modules are contained within the system: the target program, test case generator, delivery module, bug detector and bug filter.

The target program is the program being tested. It can be a binary code with or without source code, a program for consuming files or a network service program, an application program, an operating system, a compiler, a browser, a library, etc.

The test case generator normally mutates a sample and creates an input for the application to be tested. The generated input can be a particular type of file or a network data stream. The generator can use different mutation strategies (Lcamtuf, 2014) for sample generation to improve the efficiency of fuzzing.

The delivery module accepts samples from the test case generator and sends them to the target program for consumption. The delivery module is closely related to the input nature of the target application; for example, the delivery module of a system that receives files as input is different from that of a system that receives data streams from the network.

When a target program crashes or reports errors in fuzzing, the relevant information must be collected and analysed to determine whether a bug is detected. Some tools (Hastings and Joyce, 1991; Nethercote and Seward, 2007; Serebryany et al., 2012; Slowinska et al., 2012) facilitate bug detection and can also be used to record the relevant exception information.

Security testers must make clear whether the resulting error can be exploited. Filtering vulnerabilities is usually done manually and is therefore usually time consuming and difficult to solve. Some new tools (Chen et al., 2013; Francis et al., 2004; Team MSECMSS, 2013; Zalewski, 2016) have eased the problem; e.g., !Exploitable (Team MSECMSS, 2013) built on top of GDB (Stallman et al., 2002) can assess the exploitability of a bug.

2.1.2. The extended fuzzing system

Due to the inefficiency of the early fuzzing systems, researchers have introduced a variety of different techniques to improve

Fig. 1 – An architectural diagram of fuzzing system. (For interpretation of the references to color in this figure, the reader is referred to the web version of this article.)
the efficiency. These techniques include dynamic symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008), coverage feedback (Böhme et al., 2016, 2017; Zalewski, 2016; Google, 2017a, 2017b), grammar representation (Banks et al., 2006; Röning et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitblip 2016), taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neuschwandtner et al., 2015; Wang et al., 2010), static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982), scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013), and machine learning (Godefroid et al., 2017). These techniques extend the structure of the fuzzing system. The current structure of fuzzing systems includes the content shown in red dashed lines in Fig. 1.

The monitor is used to obtain runtime information, which is sent to the test case generator. The runtime information includes symbolic expressions (Cadar et al., 2008; Godefroid et al., 2005, 2008; Haller et al., 2013; Neuschwandtner et al., 2015; Sen et al., 2005; Stephens et al., 2016), path coverage data (Zalewski, 2016; Google 2017a, 2017b) and taint information (Ganesh et al., 2009; Rawat et al., 2017; Wang et al., 2010). Symbolic expressions are used to generate input data. Path coverage data are used for seed selection in the next loop. Taint data are used to infer which offsets in the input influence the execution path of the program.

The static analyser extracts static information (Babić et al., 2011; Grieco et al., 2016; Haller et al., 2013; Kinder et al., 2009; Neuschwandtner et al., 2015; Sparks et al., 2007) from a binary program or source code to direct the fuzzing process (Babić et al., 2011; Grieco et al., 2016; Haller et al., 2013; Neuschwandtner et al., 2015). The static information, which includes control flow graphs (Kinder et al., 2009; Sparks et al., 2007), potentially vulnerable code (Babić et al., 2011; Haller et al., 2013; Neuschwandtner et al., 2015) and specified patterns (Grieco et al., 2016), can be used to guide the fuzzing.

In addition, grammar representation (Banks et al., 2006; Röning et al., 2002; Peachtec 2017; Bradshaw, 2010; Fitblip, 2016) and scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013) are added to the test case generator to enhance the fuzzing efficiency. Grammar representation is used to generate fine samples by obtaining input format information. Scheduling algorithms are used to improve the efficiency of fuzzing by using the seed choosing strategy and seed mutation strategy. All of the techniques used in the different modules are described in detail in Section 3.

2.2. The classification of fuzzing

Fuzzing techniques can be classified from multiple perspectives. They can be divided into black-box, white-box and grey-box fuzzing by the understanding of the target program, into mutation-based and generation-based fuzzing by the type of data generation, and into feedback and no-feedback fuzzing by the feedback type.

2.2.1. White-box, black-box and grey-box

Black-box fuzzing (Miller et al., 1990; Peachtec, 2017; Fitblip, 2016; Helin, 2017) does not consider the internal logic of the program but continuously provides input data and observes the output results. Black-box fuzzing lies at one extreme in terms of the level of program understanding.

At the other extreme is white-box fuzzing (Cadar et al., 2008; Godefroid et al., 2005, 2008; Haller et al., 2013), which can obtain detailed information on the program, including source code, design specifications, and detailed runtime information. This information is then utilized to improve the efficiency of the fuzzing process.

Between these two extremes lies grey-box fuzzing (Böhme et al., 2016; Zalewski, 2016), which obtains some information but not details, e.g., runtime coverage information.

2.2.2. Mutation-based and generation-based

Fuzzing can be divided into mutation-based (Ganesh et al., 2009; Householder and Foote, 2012; Miller et al., 1990; Peachtec, 2017) and generation-based (Röning et al., 2002; Peachtec, 2017; Spike fuzzer platform) categories according to the input generation strategy. The mutation-based approach performs random transformations on a prepared input seed, while the generation-based approach generates inputs using a formal input format specification, e.g., grammar (Röning et al., 2002), block (Bradshaw, 2010) or model (Peachtec, 2017).

Mutation-based fuzzing may cause the inputs to be rejected early in processing because the mutated input data deviates too much from the format expected by the target program. However, this deficiency is relieved by the input data specification in generation-based approaches. Therefore, mutation-based fuzzing almost invariably generates lower code coverage than generation-based fuzzing, but creating the input data specification is often very time consuming and cannot include all possible kinds of input formats.

2.2.3. Feedback and no-feedback

Feedback refers to whether the runtime information can serve to guide the generation of the test case in the next loop. Feedback techniques are mainly based on path coverage. No-feedback fuzzing does not obtain any information from the program execution.

Coverage-guided fuzzers (Zalewski, 2016; Google, 2017a, 2017b) obtain the path coverage information generated by the instrumentation tools (Bhansali et al., 2006; Luk et al., 2005; Nethercote and Seward, 2007; Bruening, 2017; Paradyzn, 2017). This information is then used to guide the generation of the test case in the next loop to maximize the path coverage. Examples include AFL (Zalewski, 2016), honggfuzz (Google, 2017a), and Syzkaller (Google, 2017b).

2.3. Fuzzing systems used in different targets

Fuzzing can be used to detect vulnerabilities in desktop PCs and embedded devices (Wikipedia, 2017c). Researchers can effectively use different currently developed fuzzing techniques on desktop PCs (Godefroid et al., 2008; Stephens et al., 2016; Zalewski, 2016; Peachtec, 2017) but cannot use them well on embedded devices due to their limited resources. First, many fuzzing tools cannot work on the embedded devices because of the limited hard disk space, memory space and CPU speed, etc. Second, many fuzzing tools rely on rich software
interfaces of operation systems, which are pruned in embedded devices. Third, the fuzzing process is based on the observable reply of the target errors that have occurred, but error occurrence mechanisms do not exist in many embedded devices (Muench et al., 2018). Therefore, fuzzing for desktop PCs and that for embedded devices are quite different. Some studies have performed fuzzing on embedded devices (Halperin et al., 2008; Muench et al., 2018; Rouf et al., 2010; Shoshitaishvili et al., 2015; Zaddach et al., 2014). In this paper, we focus on a discussion of fuzzing techniques and fuzzing systems for the desktop PC.

Fuzzing has been widely used in different targets on desktop PCs. We introduce some open-source fuzzing tools, which are shown in Fig. 2. The main difference between these tools is the adapter interface for the target. The fuzzing techniques used in these tools may be the same or different. For example, AFL (Zalewski, 2016), libfuzzer (LLVM-admin team, 2017), and syzkaller (Google, 2017b) leverage coverage-guided techniques to perform a fuzzing test on file-type applications, libraries and the OS kernel, respectively. For the same target, for example, the file-type application, AFL (Zalewski, 2016) leverages coverage-guided techniques, and BFF (Householder and Foote, 2012) adds scheduling algorithms to random fuzzing. In this section, we do not emphasize the use of techniques in these tools; some of these techniques are not the most efficient, but they can supply a fuzzing frame for different targets. More techniques can be added to these tools for higher efficiency if researchers want to perform fuzzing on a specific target.

The tools used in file application fuzzing include AFL (Zalewski, 2016), BFF (Householder and Foote, 2012), FOE (Householder, 2012), radamsa (Helin, 2017), QuickFuzz (CIFASIS, 2017), O FUZZ (Cha, 2017), and go-fuzz (Smith, 2017); in protocol fuzzing, Dizzy (Daniel, 2017), Sulley (Fitblip, 2016), Backfuzz (Choren, 2017), Pulsar (Pulsar), Netzob (Bossert, 2017), Kitty (Beharet, 2017), and Peach (Peacht, 2017) are used; in operating system fuzzing, PassiveFuzzFrameworkOSX (Li, 2017) and TriforceAFL (Newsham, 2017) are used; in OS kernel fuzzing, KernelFuzzer (MWR Labs, 2017), syzkaller (Google, 2017b), Trinity (Jones, 2017), and IOCTL (Google, 2017) are used; in library fuzzing, Libfuzzer (LLVM-admin team, 2017) is used; in API fuzzing, syntribos (Nair, 2017) is used; in web fuzzing, Diffy (Khanduri, 2017) is used; in ActiveX fuzzing, dranzer (Householder, 2017) is used; in virtual machine fuzzing, KEMUfuzzer (Martignoni, 2017) is used; in browser fuzzing, Wadi (El-Sherei, 2017), NodeFuzz (Kettunen, 2017), and grinder (Fewer, 2017) are used; in JSON data fuzzing, PyJFuzz (Linguaglossa, 2017) is used; in JavaScript fuzzing, jsfuzz (Peet, 2017) is used; in regular expressions fuzzing, Regex Fuzzer (Trull, 2010) is used; and in compiler fuzzing, csmith (Regehr, 2017) and LangFuzz (Holler et al., 2012) are used. In addition, Nightmare (Koret, 2017), BrundleFuzz (Fraido, 2017), FuzzFlow (Talos, 2017a), and clusterfuzz (Google, 2017c) can perform distributed fuzzing.

3. Fuzzing techniques

Many techniques have been introduced into fuzzing systems to improve the efficiency of random mutation fuzzing, including dynamic symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008), coverage feedback (Böhme et al., 2016, 2017; Zalewski, 2016; Google 2017a, 2017b), grammar representation (Banks et al., 2006; Röning et al., 2002; Peacht, 2017; Bradshaw, 2010; Fitblip, 2016), taint analysis (Ganesh et al., 2009; Haller et al., 2013;
Neugschwandtner et al., 2015; Wang et al., 2010), static analysis (Kinder et al., 2009; Sparks et al., 2007; Tsp, 1994; Weiser, 1979, 1981, 1982) and scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013). Each technique offers different trade-offs between soundness, completeness, speed, precision, scalability and the level of automation. According to the role the fuzzing techniques play, these techniques can be divided into three categories: sample generation techniques, dynamic analysis techniques and static analysis techniques. These three types of techniques correspond to three parts in the fuzzing system structure in Fig. 1: the test case generator, monitor, and static analyser.

3.1. Sample generation techniques

Sample generation techniques are used to select and mutate seeds and to restrict and generate new samples. These techniques are implemented in the test case generator shown in Fig. 1 and include three main types: random mutation (Hocevar, 2010; Miller et al., 1990), grammar representation (Banks et al., 2006; Godefroid et al., 2008; Pham et al., 2016; Rönig et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitblip, 2016) and scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013).

3.1.1. Random mutation

The core idea of random mutation (Hocevar, 2010; Miller et al., 1990) is to generate new input from a prepared seed by randomly mutating some field. These generated samples are input into a program, which is then watched for crashes that might occur.

Fuzzing systems based on random mutation have been extensively used for the security testing of applications. They can be quickly implemented and are highly scalable since they do not rely on complex computations (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) or heavy program monitoring techniques (Bhansali et al., 2006; Luik et al., 2005; Nethercote and Seward, 2007; Bruening, 2017; Paradyn, 2017). Nevertheless, this approach suffers from serious limitations in uncovering complex flaws. First, it is blind to the current state of program execution, so there is no aim to the mutation of the seed. In addition, if the input data contains magic bytes or checksum bytes, or if the program contains nested conditions, then the seed cannot access deeper parts of the program.

3.1.2. Grammar representation

The random mutation technique (Hocevar, 2010; Miller et al., 1990) is not efficient for finding deep bugs in the target program due to its blind emission of random data. Most of the test cases are rejected in the early steps of the program execution at parsing or checksum verification. The grammar representation technique (Banks et al., 2006; Godefroid et al., 2008; Pham et al., 2016; Rönig et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitblip, 2016), introduced in the 1970s (Hanford, 1970; Purdom, 1972), overcomes this problem by using grammar to constrain the data structure of the test case.

Several methods can be used to describe the input data structure, including block-based (Bradshaw, 2010), grammar-based (Rönig et al., 2002) and model-based (Peachtec, 2017) techniques. The input data structure can be obtained automatically by using a dynamic analysis technique (Bastani et al., 2017; Cui et al., 2008; Höschele and Zeller, 2016; Kifetew et al., 2017; Kim et al., 2013; Lin and Zhang, 2008) or by manually writing grammar files (Peachtec, 2017) and codes (Bradshaw, 2010).

Several fuzzing systems have combined this approach with random mutation (Banks et al., 2006; Peachtec, 2017; Bradshaw, 2010; Fitblip, 2016) and dynamic symbolic execution (Godefroid et al., 2008; Majumdar and Xu, 2007; Pham et al., 2016).

Grammar representation is most effective for testing applications with complex structured input formats. However, it requires a high level of expertise on the target application or input format. Furthermore, the specified format is typically written by hand, and this process is laborious, time consuming, and error-prone.

3.1.3. Scheduling algorithms

Scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013) are feasible methods to maximize the fuzzing outcome using an optimized seed choosing strategy and seed mutation strategy. For example, how to search over the parameter space of fuzzing (Householder and Foote, 2012; Woo et al., 2013) is stated as a multi-armed bandit (MAB) problem (Berry and Fristedt, 1985; Woo et al., 2013). A scheduling algorithm can contain many more algorithms, e.g., simulated annealing algorithms (Böhme et al., 2017), Markov algorithms (Böhme et al., 2016), and statistical algorithms (Householder and Foote, 2012; Woo et al., 2013). These algorithms can improve the efficiency of fuzzing but cannot resolve the basic problem in fuzzing.

3.2. Dynamic analysis techniques

Dynamic analysis techniques are used to obtain dynamic information on the running program to help generate the new sample. This information includes symbolic expressions, the executed path, taint information on the sample and codes. These techniques are implemented in the monitor in Fig. 1. Three widely used dynamic analysis techniques include dynamic symbolic execution (Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008), coverage feedback (Kargén and Shamshehri, 2015; Rawat et al., 2017; Stephens et al., 2016; Zalewski, 2016; Google 2017a, 2017b; LLVM-admin team, 2017) and dynamic taint analysis (Drewry and Ormandy, 2007; Ganesh et al., 2009; Haller et al., 2013; Neugschwandtner et al., 2015; Newsome and Song, 2005; Rawat et al., 2017; Wang et al., 2010).

3.2.1. Dynamic symbolic execution

Dynamic symbolic execution (Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) is a method to determine the possible inputs of a program. This task is accomplished by using symbolic values as an input to execute the program, at the same time collecting symbolic constraints on the path set, then inverting a constraint to generate a new path; finally, a new input is generated by the SMT solver (Björner and Phan, 2014; De Moura and Björner, 2008; Ganesh and Dill, 2007) on this new constraint set, which represents a new path. Fuzzing systems using dynamic symbolic execution may have
different aims, e.g., to maximize code coverage (Campagna, 2009; Caselden et al., 2013; Godefroid et al., 2005, 2008) or to focus on a specific location (Haller et al., 2013; Neugschwandtner et al., 2015) that is more likely to be vulnerable.

The main limitation of dynamic symbolic execution-based fuzzing is path explosion. When symbolic execution addresses real-world applications, exponential symbolic expressions will be impossible for the constraint solver to solve. Executing all feasible program paths cannot scale to large realistic programs. Thus, flaws that lie in the deeper logic of a program are usually discovered by manual analysis (Bucur, 2015; Chen et al., 2013; DeMott, 2014).

3.2.2. Coverage feedback

The coverage feedback technique (Zalewski, 2016; Google 2017a, 2017b) is used to generate inputs for traversing different paths in the program execution. It uses instrumentation (Bhansali et al., 2006; Luk et al., 2005; Nethercote and Seward, 2007; Bruening, 2010; Parady, 2017) to gain path coverage information on the running program. If a new path is generated, the current sample is added to the candidate seed set from which one seed will be chosen to mutate in the next loop; otherwise, it is discarded. With this coverage feedback technique, the fuzzing proceeds in a direction that constantly improves the path coverage.

Coverage-guided fuzzing (Kargén and Shahmehri, 2015; Rawat et al., 2017; Stephens et al., 2016; Zalewski, 2016; Google 2017a, 2017b; LLVM-admin team, 2017) is more efficient than random fuzzing (Hocevar, 2010; Miller et al., 1990) due to its feedback mechanism. However, the generation of test cases to pass complex checks in the application is still challenging for this fuzzer, and the feedback loop used by coverage-guided fuzzing does not relate application behaviour to the input structure to improve input generation.

3.2.3. Dynamic taint analysis

Dynamic taint analysis (Drewry and Ormandy, 2007; Ganesh et al., 2009; Haller et al., 2013; Neugschwandtner et al., 2015; Newsome and Song, 2005; Rawat et al., 2017; Wang et al., 2010) is used to infer the structural properties of input data and which offsets in the input influence the branch conditions. This information can be used to efficiently choose and mutate the seeds. Dynamic taint analysis executes the target program by feeding it input data with tags, which can be used to specify how the program uses the input data and which program elements were tainted by the data. Dynamic taint analysis can be combined with dynamic symbol execution (Wang et al., 2010) and with random mutation (Ganesh et al., 2009) to improve the precision of fuzzing.

Dynamic taint analysis can track and detect the explicit propagation and misuse of tainted data in the memory by monitoring the program, but it has the problems of under-tainting and over-tainting (Kang et al., 2011). Under-tainting is a type of error in which values that should be marked as tainted are not, and over-tainting is a type of error in which too many values are marked as tainted.

3.3. Static analysis techniques

Static analysis includes control flow analysis (Kinder et al., 2009; Sparks et al., 2007) and data flow slices (Tip, 1994; Weiser, 1979, 1981, 1982). Both techniques are used to efficiently locate, lead execution to, and verify possible vulnerabilities.

A control flow graph (Kinder et al., 2009; Sparks et al., 2007) is a directed graph in which the nodes represent basic blocks, and the edges represent control flow paths. Control flow information acts as a map that leads the program execution towards the potentially vulnerable spot. Data flow slices (Tip, 1994; Weiser, 1979, 1981, 1982) extract the parts of a program that potentially affect the values computed at some point of interest, gathering statements and control predicates by way of a forward or backward traversal of the program’s control flow graph (Kinder et al., 2009; Sparks et al., 2007) or program dependence graph (Ferrante et al., 1987; Kuck et al., 1981). Data flow slices (Tip, 1994; Weiser, 1979, 1981, 1982), which relate to the statement triggering the vulnerability, can be used to identify possible vulnerabilities.

The undecidability (Landi, 1992) of static analysis hinders the precise provision of dynamical memory allocations and complex data structures. Although static analysis often produces false positive results, it can be combined with other approaches to obtain highly valuable preprocessing information.

3.4. Other

Machine learning (Dietterich, 1997) is the science of leading computers to act without being explicitly programmed. Broadly, three types of machine learning algorithms exist: supervised learning (Caruana and Niculescu-Mizil, 2006), unsupervised learning (Barlow, 1989), and reinforcement learning (Bhatnagar et al., 1998).

A supervised learning (Caruana and Niculescu-Mizil, 2006) algorithm consists of a target variable to be predicted from a given set of independent variables. Using this set of variables, the algorithm can generate a function that maps inputs to desired outputs. For example, if we want to generate a model to predict whether all the codes in a path are vulnerable or not, we use several parameters as inputs: lines of codes in the path, whether a specific type of code is present or not, whether the memory or registers related to the specific code are tainted or not, whether a specific function is invoked or not, etc. In addition, the output is whether the codes are vulnerable or not. An unsupervised learning (Barlow, 1989) algorithm has no target or outcome variable to predict. A typical example of unsupervised learning is clustering, which purpose is to gather similar things together. A reinforcement learning (Bhatnagar et al., 1998) algorithm learns from past experience and tries to capture the best possible knowledge to make accurate business decisions.

Artificial neural networks (Koprinkova-Hristova et al., 2015) are a commonly applied type of machine learning algorithm. An artificial neural network generally comprises a collection of interconnected artificial neurons that perform some computation on input patterns and create output patterns. Artificial neural networks are adaptive systems capable of modifying their internal structure, typically the weights between nodes in the network, allowing them to be used for a variety of function approximation problems such as classification, regression, feature extraction and content-addressable memory.

Recently, increasing numbers of works have used machine learning, especially artificial neural network techniques, for program analysis and synthesis, including array sorting and
copying (Kurach et al., 2015; Reed and De Freitas, 2015), encoding input-output examples (Parisotto et al., 2016), repairing syntax errors in programs (Bhatia and Singh, 2016; Gupta et al., 2017; Pu et al., 2016), optimizing assembly programs (Bunel et al., 2016), intelligently guiding fuzzing (Godefroid et al., 2017), predicting vulnerabilities (Grieco et al., 2016; Yamaguchi et al., 2011), malware analysis (Santos et al., 2015), and attack detection (Forrest et al., 1996; Rawat et al., 2005; Tandon and Chan, 2003).

Machine learning will become a promising technique in the field of program analysis and security detection. Although machine learning has made great progress in other fields, its combination with fuzzing is still in the initial stage. It only yields a moderate improvement of fuzzing at present.

4. Representative fuzzing systems

The first fuzzing system was implemented by Miller et al. (1990) to analyse the reliability of UNIX tools. Since then, fuzzing techniques have been increasingly applied to software security detection. Increasing numbers of systems introduce various techniques to improve the efficiency of fuzzing. The development of fuzzing can be divided into 4 main stages: before 2005, 2006–2010, 2011–2015, and 2016–2017. We will introduce some representative fuzzing systems from each of these time periods.

4.1. Before 2005

Before 2005, fuzzing was still in the early stages of development. The fuzzing techniques in this period consist mainly of black-box fuzzing using random mutation. The first fuzzing system (Miller et al., 1990) is a typical random fuzzing approach. SPIKE (Bradshaw, 2010) and Peach (Peachtect, 2017) introduced the grammar representation technique to improve the quality of the generated samples for the random fuzzing (Hocevar, 2010; Miller et al., 1990). Fuzzing with dynamic symbolic execution, for example CUTE (Sen et al., 2005), began to be applied later in this period.

The first fuzzing system (Miller et al., 1990) was constructed in 1990. It tests the target program by inputting random strings to see whether the program crashes or not, then analyses the crashes. This fuzzer contains two programs: fuzz and ptyjig. Fuzz generates a stream of random characters to be consumed by the target program, and ptyjig automatically tests interactive utilities by writing scripts. The evaluation showed that crashes occurred in more than 24% of the 90 different utility programs in seven versions of UNIX. This fuzzing system provides a new approach to detect vulnerabilities in programs, but it has poor testing results for programs with complex structured input data because most of the mutated inputs are rejected in the early steps of the program execution either at parsing or at the checksum verification process.

SPIKE (Bradshaw, 2010) provides different APIs to generate input data, checksum and routines with less effort. It specifies complex formatted input data as nested data blocks that satisfy the relations of the different fields. The fields may be of varying types, e.g., int, float, or string. It calculates the length and checksum data to pass the integrity checking at the very beginning of the program execution and uses routines to facilitate handling network code and common marshalling routines. To extend the data format or modify the testing routines, the source code must be modified, which increases the difficulty of extension.

Peach (Peachtect, 2017) is a model-based fuzzer that uses Peach Pit to enhance the extensibility of fuzzing for different types of input structures and protocols. Peach Pit separates the description of the input structure and testing routines from the engine of the fuzzer. It consists of a series of XML files including DataModel (Peachtect, 2014a) and StateModel (Peachtect, 2014b). DataModel describes the types of data chunks and fields and the relationships between them. Each chunk, which contains the type, length, data, checksum, etc., describes an independent data structure. The field is used to describe a single type of data. StateModel describes the state transitions of the protocol and how to run the tests. Peach (Peachtect, 2017) performs fuzzing according to the routines specified by StateModel, mutates the seed according to DataModel, and uses monitor agents that check if and when the program has crashed. Peach (Peachtect, 2017) supports fixups to repair checksums and transformers for encoding, decoding and compression. The source code of Peach (Peachtect, 2017) does not need to be modified to support different programs and protocols. Extension requires only the addition of Peach Pit, but Peach (Peachtect, 2017) cannot adjust the seed selection and mutation strategies according to the runtime information of the program due to its black-box property.

CUTE (Sen et al., 2005) addresses the problem that the satisfaction of constraints in symbolic execution may be undecidable when programs have pointer operations. It separates pointer constraints from integer constraints to make symbolic execution lightweight and the constraint solving procedure efficient. Specifically, CUTE (Sen et al., 2005) represents all inputs with a logical input map that maps logical addresses to values and runs the code concretely and symbolically based on it. CUTE (Sen et al., 2005) collects constraints and negates individual ones to generate a new logical input map. It then resolves the map, generates a new input using SMT solver (Bjørner and Phan, 2014; De Moura and Bjørner, 2008; Ganesh and Dill, 2007), and repeats this process to explore feasible execution paths as extensively as possible. CUTE (Sen et al., 2005) can find bugs in actual programs but is limited to programs with source code, and path explosion is its primary challenge.

4.2. 2006–2010

Between 2006 and 2010, symbolic execution-based fuzzing was well developed, and the taint analysis technique was used in fuzzing systems. KLEE (Cadar et al., 2008) and SAGE (Godefroid et al., 2008) improve the efficiency of fuzzing by expanding the fuzzing coverage with symbolic execution. This approach is limited by the well-known path explosion problem affecting symbolic execution. This problem becomes evident as the complexity of a binary increases. TaintScope (Wang et al., 2010), BuzzFuzz (Ganesh et al., 2009) and GWF (Godefroid et al., 2008) improve the efficiency of fuzzing by restricting the search space. TaintScope (Wang et al., 2010) aims to pass the checksum code by using symbolic execution and taint analysis. BuzzFuzz...
(Ganesh et al., 2009) aims at library and system calls in the programs using taint analysis. GWF (Godefroid et al., 2008) restricts the search space to valid inputs to explore deeper paths using symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) and grammar representation (Banks et al., 2006; Röning et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitbit, 2016).

KLEE (Cadar et al., 2008) uses search heuristics on symbolic execution to achieve high code coverage. It compiles the source code of the program to LLVM (Lattner and Adve, 2004) byte code, an RISC-like virtual instruction set. KLEE (Cadar et al., 2008) executes the byte code using symbolic values as inputs. If the execution branches based on a symbolic value, KLEE (Cadar et al., 2008) will follow both branches, maintaining a set of constraints on each path that keep execution on that path. If a path terminates or hits a bug, a new input will be generated by solving the current constraints. Experimentation showed that KLEE (Cadar et al., 2008) could achieve higher code coverage and found several serious bugs in some applications (Meyering, 2017), but only open-source applications.

SAGE (Godefroid et al., 2008) is a successful commercial fuzzing system that uses symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) on binary programs. It uses a generational search algorithm to improve fuzzing on applications that accept highly structured inputs by attempting to sweep through all feasible execution paths of the program. In the generational search algorithm, SAGE (Godefroid et al., 2008) collects the path constraints for the execution flow when processing the input seed file. Each of the constraints in the constraint set is negated and combined with the constraints that preceded it. If the resulting constraint set is solvable by calling the constraint solver (Bjørner and Phan, 2014; De Moura and Bjørner, 2008; Ganesh and Dill, 2007), a new input set is generated and scored based on the increase in code coverage. All of the generated seeds are stored in a candidate seed file pool, and the candidate with the highest score is selected from the seed pool and used as the seed to begin the next round of fuzzing. SAGE (Godefroid et al., 2008) has already discovered many bugs in Windows applications, several of which are potentially exploitable, but SAGE (Godefroid et al., 2008) has difficulty finding bugs in some applications with complex checksum codes, which may lead to path explosion.

TaintScope (Wang et al., 2010) is an automatic dynamic symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) fuzzing system used in combination with dynamic taint analysis (Ganesh et al., 2009, Haller et al., 2013; Neugswandtner et al., 2015; Wang et al., 2010) to pass the checksum mechanism employed in the target program. It identifies checksum fields in the input data using combined concrete and symbolic execution techniques such as Tupni (Cui et al., 2008), and employs a branch profiling technique to locate checksum-based integrity checks accurately, bypass such checks by altering the control flow, and automatically fix the checksum values in the generated inputs using dynamic symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008). TaintScope (Wang et al., 2010) found 27 undiscovered vulnerabilities in several commercial software programs, including Adobe Acrobat, Google Picasa, Microsoft Paint and ImageMagick (ImageMagick Studio LLC, 2017).

BuzzFuzz (Ganesh et al., 2009) improves the mutation efficiency by mutating only the tainted section of the input. It selects library and system calls as attack points and uses dynamic taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neugswandtner et al., 2015; Wang et al., 2010) to automatically locate regions of the original seed input files that influence the values used at these attack points, then mutate these identified regions of the original seed input to obtain new test input. The newly generated test input tends to pass the initial input parsing code due to preserving the syntactic structure of the original seed, so it can trigger bugs hidden in the deep layer of the program. BuzzFuzz (Ganesh et al., 2009) cannot test a binary program directly because of the interaction of its dynamic taint analysis technique with the source code of the program.

GWF (Godefroid et al., 2008) enhances dynamic symbolic execution-based fuzzing (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) with a grammar-based specification of valid inputs. It uses symbolic execution to directly generate the grammar-based constraints (Röning et al., 2002), whose satisifiability is checked by a custom grammar-based constraint solver. It completes a partial set of token constraints to form a fully defined valid input, so it can explore deeper paths by restricting the search space to valid inputs. An evaluation comparing it with dynamic symbolic execution-based fuzzing (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008), random fuzzing (Hocevar, 2010; Miller et al., 1990) and grammar-based fuzzing (Banks et al., 2006; Röning et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitbit, 2016) showed that GWF (Godefroid et al., 2008) had an advantage in code coverage using fewer tests.

### 4.3. 2011–2015

Between 2011 and 2015, the development of fuzzing systems had three main characteristics. First, coverage-guided fuzzing (Böhme et al., 2016, 2017; Zalewski, 2016; Google 2017a, 2017b) was widely used in academic and industrial fields; the representative system is AFL (Zalewski, 2016). Second, different scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013) were used in fuzzing. CERT BFF (Householder and Foote, 2012) and FuzzSim (Woo et al., 2013) model fuzzing as Bernoulli trials (Saperstein, 1973). SYMFUZZ (Cha et al., 2015) computes an optimal mutation ratio for fuzzing using taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neugswandtner et al., 2015; Wang et al., 2010). Third, a trend developed to improve fuzzing efficiency by combining multiple techniques. Dowser (Haller et al., 2013) and BORG (Neugswandtner et al., 2015) direct fuzzing to specific points in the program that may be vulnerable by combining static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982), taint propagation (Ganesh et al., 2009; Haller et al., 2013; Neugswandtner et al., 2015; Wang et al., 2010) and symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008).

AFL (Zalewski, 2016) is a brute-force fuzzer that automatically generates interesting test cases that are relatively likely to trigger new internal states in the target program. When fuzzing starts, AFL (Zalewski, 2016) loads user-supplied test cases
into a queue, takes the next input file from the queue and attempts to trim test cases that do not alter the measured behaviour of the program to minimize the number of test cases, repeatedly mutating the file using a balanced and well-researched variety of traditional fuzzing strategies (Lcamtuf, 2014) in which most of the work is done by using deterministic strategies first followed by random stacked modification strategies and finally test case splicing. If any of the generated mutations result in the recording of a new state transition by the instrumentation (Bhansali et al., 2006; Luk et al., 2005; Nethercote and Seward, 2007;布鲁宁, 2017; Paradyн, 2017), AFL (Zalewski, 2016) adds the mutated output as a new entry in the queue, then loops to take the next input file from the queue. AFL (Zalewski, 2016) substantially improves the functional coverage of the fuzzed code and has modest performance overhead. Some notable vulnerabilities and other uniquely interesting bugs have been found by AFL (Lcamtuf, 2017).

CERT BFF (Householder and Foote, 2012) improves random fuzzing by using a fuzzing parameter selection algorithm based on modelling the fuzzing process as a sequence of Bernoulli trials (Saperstein, 1973). First, given a set of seed files/ranges, each file is assigned an initial crash density, which is the empirically measured number of unique crashes found while fuzzing the file divided by the number of trials attempted. CERT BFF (Householder and Foote, 2012) next calculates the chosen probability distribution for each file/range on the set of seed files and chooses a file/range according to the distribution, fuzzes the file for an interval of iterations, calculates the upper 95% confidence interval on the observed crash density for that file/range, and updates the probability distribution of the seed file, and repeats this process continuously. An evaluation showed that CERT BFF (Householder and Foote, 2012) markedly improved the efficiency of detecting errors in FFmpeg (Niedermayer, 2017) over basic parameter selection methods.

FuzzSim (Woo et al., 2013) also considers fuzzing as independent Bernoulli trials (Saperstein, 1973). It models the fuzzing process as a weighted coupon collectors problem with unknown weights to capture the decrease in the probability of finding a new bug and designs online algorithms using the condition in the no free lunch theorem (Wolpert and Macready, 1997) to maximize the number of bugs found in a fuzz campaign. An evaluation showed an average improvement of 1.5 times over BFF (Householder and Foote, 2012) in the efficiency of discovering unique application errors.

SYM FUZZ (Cha et al., 2015) specifies an effective mutation ratio to improve the mutation strategy by using taint analysis. It analyses the execution trace for a given program-seed pair to detect dependencies among the bit data of an input by leveraging taint analysis and specifies an effective mutation ratio, which is related to the fuzzing efficiency, then performs traditional random mutational fuzzing with the specified mutation ratio. SYM FUZZ (Cha et al., 2015) does not rely on SMT solvers (De Moura and Bjørner, 2008; Ganesh and Dill, 2007) but uses a dependency relation to compute an optimal mutation ratio for the program-seed pair. An evaluation showed that an average of 38.6% more bugs were found than by the three previous fuzzers, including BFF (Householder and Foote, 2012), ZZuf (Hocevar, 2010) and AFL (Zalewski, 2016), over 8 applications in the same fuzzing time.

Dowser (Haller et al., 2013) effectively uses static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982), symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godfried et al., 2008) and taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neugschwandtner et al., 2015; Wang et al., 2010) in combination to detect underflow (Taborn and Yuan, 1996) and overflow (Sidiropoulou et al., 2005) vulnerabilities. It leverages static analysis to identify possible locations for buffer overflow bugs within loops and ranks them based on a metric that evaluates the complexity of the access (Gegick et al., 2008; Nguyen and Tran, 2010; Shin and Williams, 2011; Zimmermann et al., 2010), confirms the input bytes that influence these interesting cases of array access by taint analysis, then symbolizes these bytes and starts a symbolic execution process, solves the constraint paths that are most likely to lead to underflow and overflow, and finally generates the input to be verified. Dowser (Haller et al., 2013) works well in real programs. Two of the bugs found by Dowser (Haller et al., 2013) were previously undocumented buffer overflows in FFmpeg (Niedermayer, 2017) and the poppler PDF rendering library.

BORG (Neugschwandtner et al., 2015) guides symbolic execution to target instructions that are prone to triggering overread vulnerabilities (Wang et al., 2015) with a combination of static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982) and taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neugschwandtner et al., 2015; Wang et al., 2010). It obtains a control flow graph (Kinder et al., 2009; Sparks et al., 2007) using static analysis, then refines it with knowledge from dynamically generated execution traces to generate an accurate model of the program’s intra- and inter-procedural control flow graph, which is then used to compute a distance metric between the program’s current execution path and a target instruction. The target instructions are sensitive functions, such as memcpy and strcpy, if their parameters are tainted. The paths are ranked by the distance metric and used to guide symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godfried et al., 2008) to focus on the execution paths that are most relevant to the target instruction. BORG (Neugschwandtner et al., 2015) detected overread vulnerabilities (Wang et al., 2015) in several complex server applications and libraries, including lighttpd (Bohler, 2017), FFmpeg (Niedermayer, 2017) and ClamAV (Talos, 2017b).

4.4. 2016–2017

From 2016 to 2017, the development of fuzzing has shown three main characteristics. The first characteristic is the emergence of multiple fuzzing systems that improved AFL (Zalewski, 2016), such as AFLFast (Böhme et al., 2016), AFLGo (Böhme et al., 2017), Skyfire (Wang et al., 2017), VUzzer (Rawat et al., 2017) and Steelix (Li et al., 2017). The second is the continued trend of combining multiple techniques, such as in MoWF (Pham et al., 2016), Driller (Stephens et al., 2016), VUzzer (Rawat et al., 2017) and Steelix (Li et al., 2017). The third is the introduction of machine learning techniques into fuzzing, such as in Learn&Fuzz (Godfried et al., 2017).

AFLFast (Böhme et al., 2016) improves AFL (Zalewski, 2016) by leveraging the Markov algorithm (Norris, 1998). It models the probability that fuzzing a seed that exercises program path
i generates a seed that exercises path j with the transition probability pij in a Markov chain (Norris, 1998). AFLFast (Böhme et al., 2016) implements a power schedule to assign an energy that is inversely proportional to the density of the stationary distribution. When the seed is fuzzed for the first time, a very low energy is assigned. Every time the seed is chosen thereafter, exponentially more inputs are generated up to a certain bound. This process can rapidly approach the minimum energy required to discover a new path. AFLFast (Böhme et al., 2016) exposed 3 previously uncovered vulnerabilities that were not detected by AFL (Zalewski, 2016) and exposed 6 previously uncovered vulnerabilities 7 times faster than AFL (Zalewski, 2016) in 24 hours.

AFLGo (Böhme et al., 2017) is an AFL-based fuzzing system using a simulated annealing (Kirkpatrick et al., 1983) power schedule to generate inputs with the objective of efficiently reaching a given set of target program locations. The simulated annealing-based power schedule gradually assigns more energy to seeds that are closer to the target locations while reducing energy for seeds that are further away. The target program locations are identified by setting a changed statement in patch testing (Böhme et al., 2013; Marinescu and Cadar, 2013) and by setting a method call in the stack-trace in crash reproduction (Jin and Orso, 2012; Pham et al., 2015). In an experiment, AFLGo (Böhme et al., 2017) found 39 bugs in several security-critical projects such as LibXML (Reese, 2017) and LibMing (Reczey, 2017).

Skyfire (Wang et al., 2017) uses a PCSG (probabilistic context-sensitive grammar) to generate high-quality samples from the vast number of existing samples. A PCSG has a pool of production rules to generate seed samples. In particular, each production rule is associated with a context in which the rule can be applied, which can help the generated seeds to pass syntax parsing and semantic checking. In addition, each rule is associated with the probability that the production rule is applied under the given text, which can guide subsequent seed selection and reduce seed redundancy. Skyfire (Wang et al., 2017) leverages the learned PCSG to generate seed inputs, then feeds the initial samples and the samples generated as seeds of AFL (Zalewski, 2016) to the fuzzing process. This method can be used to discover deep bugs beyond the syntax parsing and semantic checking stage. Skyfire (Wang et al., 2017) discovered 19 new memory corruption bugs and 32 denial-of-service bugs from the JavaScript and rendering engine of Internet Explorer 11.

VUzzer (Rawat et al., 2017) guides the fuzzing to penetrate more deeply into the application by calculating the fitness of each input. First, it extracts control flow features to specify the weight of each basic block. Specifically, it sets a negative value for a basic block that contains error-handling code. Then, it calculates the weighted sum of the executed basic blocks as the path fitness. Next, it extracts data flow features to accurately determine where and how to mutate such inputs by using taint analysis, then continually guides the fuzzing to the path with the high fitness score to detect the vulnerabilities hidden deep in the program. An evaluation showed that VUzzer (Rawat et al., 2017) quickly found several existing and new bugs when compared with AFL (Zalewski, 2016) on DARPA Grand Challenge binaries (DARPA, 2016), the LAVA dataset (Dolan-Gavitt et al., 2016) and a set of real-world applications.

Steelix (Li et al., 2017) improves the penetration power of AFL (Zalewski, 2016) using coverage, magic bytes comparison progress and location information. It locates the magic bytes in the inputs and performs mutations to match the magic bytes by using lightweight static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982) and binary instrumentation (Bhansali et al., 2006; Luk et al., 2005; Nethercote and Seward, 2007; Brüening, 2010; Paradyn, 2017). If a mutation makes progress towards matching magic bytes, Steelix (Li et al., 2017) will keep the new test input together with the position of the byte that was just mutated. When Steelix (Li et al., 2017) mutates the new test input, it will use a local exhaustive mutation to try all the possibilities of the two neighbour bytes. Using this method, Steelix (Li et al., 2017) can efficiently match the magic bytes and penetrate deeper than AFL (Zalewski, 2016) into program execution. Steelix (Li et al., 2017) has been evaluated on the LAVA-M dataset (Dolan-Gavitt et al., 2016), DARPA CGC (DARPA, 2016) sample binaries and five real-life programs and outperformed AFL (Zalewski, 2016) with respect to code coverage and bug detection capability.

Driller (Stephens et al., 2016) combines the speediness of coverage-guided techniques and the reasoning ability of symbolic execution techniques. The use of a coverage-guided technique (Böhme et al., 2016, 2017; Zalewski, 2016; Google 2017a, 2017b) can improve the path coverage in the program. Symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) can reason the complex checks on specific input between compartments. These complex checks are difficult to pass by using the coverage-guided tools (Böhme et al., 2016, 2017; Zalewski, 2016; Google 2017a, 2017b). Driller (Stephens et al., 2016) uses the coverage-guided tool AFL (Zalewski, 2016) to explore the application until it reaches the complex checks on specific input between compartments. Then, it invokes its symbolic execution engine, Angr (Shellphish, 2017), to analyse the application and generate a seed to pass the check. Then, Driller (Stephens et al., 2016) returns to performing fuzzing using AFL (Zalewski, 2016). Driller (Stephens et al., 2016) was used to test 126 binaries from the DARPA Cyber Grand Challenge Qualifying Event (DARPA, 2016) and found 77 crashes, whereas 68 crashes were found using only AFL (Zalewski, 2016).

MoWF (Pham et al., 2016) uses an input model (Peachtec, 2017) to relieve the difficulty of using symbolic execution to solve the constraints generated from codes that contain complex integrity checks. It cracks all initial files and places their data components inside a fragment pool, identifies crucial branches by their dependence on a data field in a given file of enumerable type using taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neuschwandtner et al., 2015; Wang et al., 2010), then learns the type of the referenced data field using the input model, adds a data chunk obtained from the fragment pool or removes the data chunk if the data field is of enumerable type, re-establishes the integrity of the file using fixup and transformers supplied by Peach (Peachtec, 2017) framework, and finally employs selective symbolic execution (Chipounov et al., 2011) to explore the crucial branches that are exercised depending on specific values of the data fields with a guide to critical locations that may expose a vulnerability if exercised by an appropriate input. These critical locations, where program instructions may trigger
divide-by-zero and null-pointer dereference vulnerabilities, are identified by lightweight analysis using IDAPro (Hex-Rays SA, 2017). MoWF (Pham et al., 2016) can find bugs hidden in the depths of a program and exposed 13 vulnerabilities in 8 large program binaries, whereas traditional white-box fuzzing (Pham et al., 2015) and model-based black-box fuzzing (Peachtec, 2017) exposed less than half as many.

Learn&Fuzz (Godefroid et al., 2017) presents a novel algorithm that intelligently guides where to fuzz input data using a seq2seq (Cho et al., 2014; Sutskever et al., 2014) neural network-based technique. This approach is used for learning the model of PDF objects over the set of PDF object characters given a large corpus of objects. The seq2seq network model learns a generative model to generate new PDF sequences extracted from PDF objects. The output sequences are obtained by shifting the input sequences by one position. Experimental results showed that this approach improved the coverage of the PDF parser compared to random fuzzing.

5. Analysis and comparison of fuzzing systems

Since the emergence of the first fuzzing system, many fuzzing systems have been constructed. These systems introduce different techniques to improve the efficiency of fuzzing. Some of these systems use the same technique to achieve certain goals, and some systems use different techniques to achieve the same goal. Some correlations exist among these systems, techniques and goals. In this section, we will compare these fuzzing systems from different perspectives: the timeline, symbolic execution technique (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2006), coverage feedback (Böhme et al., 2016, 2017; Zalewski, 2016; Google, 2017a, 2017b), grammar representation (Röning et al., 2002; Peachtec, 2016; Bradshaw, 2010) and taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neuschwandtner et al., 2015; Wang et al., 2010).

5.1. The timeline of fuzzing system development

Fuzzing techniques have continued to develop for more than 20 years since 1990, when Miller et al. (1990) implemented the first fuzzing system. Fuzzing has evolved from the original black-box fuzzing (Miller et al., 1990; Peachtec, 2017; Fitblip, 2016; Helin, 2017) to white-box (Cadar et al., 2008; Godefroid et al., 2005, 2008; Haller et al., 2013) and grey-box (Böhme et al., 2016, 2017; Zalewski, 2016; Google 2017a, 2017b) fuzzing with the combination of multiple techniques, including grammar representation (Banks et al., 2006; Röning et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitblip, 2016), static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982), taint analysis (Ganesh et al., 2009; Haller et al., 2013; Neuschwandtner et al., 2015; Wang et al., 2010), scheduling algorithms (Böhme et al., 2016, 2017; Householder and Foote, 2012; Woo et al., 2013), and machine learning (Godefroid et al., 2017). Fig. 3 lists the various techniques used in well-known fuzzing tools or systems in chronological order (Fig. 4) (Fig. 5).

1. The complexity of techniques

As the picture above shows, all kinds of techniques are increasingly combined with each other over time, so fuzzing systems are becoming increasingly complex. In the early stage, single fuzzing techniques such as fuzz (Miller et al., 1990; Wikipedia, 2017b), KLEE (Cadar et al., 2008), AFL (Zalewski, 2016) were used; in later fuzzing systems, fuzzing was combined with one additional technique, such as in Peach (Peachtec, 2017), GWF (Godefroid et al., 2008), TaintScope (Wang et al., 2010), and AFLFast (Böhme et al., 2016); and in recent years, combinations of multiple techniques have arisen, such as Dowser (Haller et al., 2013), BORG (Neuschwandtner et al., 2015), and MoWF (Pham et al., 2016). Before 2013, fuzzing systems were mainly based on one or two techniques. After 2013, fuzzing systems were based on combinations of multiple techniques.

A newly emerged technique will be constantly combined with other fuzzing techniques to achieve certain effects: for example, taint analysis was combined with random mutation to produce BUZZFUZZ (Ganesh et al., 2009) and SYMFUZZ (Cha et al., 2015) and with dynamic symbolic execution to produce TaintScope (Wang et al., 2010), Dowser (Haller et al., 2013), and BORG (Neuschwandtner et al., 2015). Dynamic symbolic execution was combined with grammatic representation to produce GWF (Godefroid et al., 2008) and MoWF (Pham et al., 2016) and with taint analysis to produce TaintScope (Wang et al., 2010), Dowser (Haller et al., 2013) and BORG (Neuschwandtner et al., 2015). Scheduling algorithms were combined with random mutation to produce BFF (Householder and Foote, 2012) and FuzzSim (Woo et al., 2013) and with coverage guides to produce AFLGo (Böhme et al., 2017) and AFLFast (Böhme et al., 2016).

2. The same combinations of techniques

Some fuzzing systems use the same combination of techniques shown in the diagram above but with different implementations or for different application domains. AFL (Zalewski, 2016) and syzkaller (Google, 2017b) use coverage-guided techniques in different application domains: AFL (Zalewski, 2016) is a generic type of fuzzing tool, whereas syzkaller (Google, 2017b) is used for detecting operating system vulnerabilities.

PROTOS (Röning et al., 2002), SPIKE (Bradshaw, 2010) and Peach (Peachtec, 2017) are grammar-based fuzzers. PROTOS (Röning et al., 2002) uses simplified syntax to describe protocol interactions. SPIKE (Bradshaw, 2010) provides users with a programming interface to generate the input data. In Peach (Peachtec, 2017), the user is required to write the Peach Pit files to mutate seeds or to directly generate inputs.

Both FuzzSim (Woo et al., 2013) and BFF (Householder and Foote, 2012) combine random mutation with scheduling algorithms, which contain many more algorithms. BFF (Householder and Foote, 2012) uses an algorithm based on statistical theory to automatically select the seed files and the proportion of the files to randomize. FuzzSim (Woo et al., 2013) uses a weighted
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random algorithm with the fixed-time rate belief metric to improve the efficiency of fuzzing.

5.2. Comparison of fuzzing systems

To understand the differences among different fuzzing systems in depth, we compare fuzzing systems in terms of four aspects, including dynamic symbolic execution, coverage feedback, grammar representation and taint analysis.

5.2.1. Dynamic symbolic execution

The symbolic execution technique has been widely used in fuzzing systems. KLEE (Cadar et al., 2008), S2E (Chipounov et al., 2011), Mayhem (Cha et al., 2012), GWF (Godefroid et al., 2008), TaintScope (Wang et al., 2010), Dowser (Haller et al., 2013), BORG (Neugschwandtner et al., 2015), MoWF (Pham et al., 2016) and Driller (Stephens et al., 2016) are representative examples. We will compare these fuzzing systems in terms of path explosion, search strategies, supported bug types, the need or lack thereof for source code, and offline or online execution.

5.2.1.1. Path explosion. The main hazard of symbolic execution is path explosion, which causes three problems. The first is that it occupies a large amount of memory space. The second is that it increases the complexity of constraint solving. The
third is that it increases the number of constraint expressions resulting from execution on different paths. The existing systems have alleviated these three problems through different techniques.

To reduce memory usage, KLEE (Cadar et al., 2008), Mayhem (Cha et al., 2012), S2E (Chipounov et al., 2011) and BORG (Neugschwandtner et al., 2015) use State Merging (Avgerinos et al., 2014; Bugrara and Engler, 2013; Kuznetsov et al., 2012) to reduce the number of states in memory. Mayhem (Cha et al., 2012), BORG (Neugschwandtner et al., 2015) and SAGE (Godefroid et al., 2008) transfer the state from memory to disk.

To reduce the complexity of constraint solving, SAGE (Godefroid et al., 2008) and BORG (Neugschwandtner et al., 2015) use loop-guard pattern matching rules to identify a constraint that defines the number of iterations of input-dependent loops during dynamic symbolic execution, then set new constraints representing the pre- and post-loop conditions to summarize sets of executions of that loop. KLEE (Cadar et al., 2008) and Dowser (Haller et al., 2013) use several methods to simplify the constraint expressions, including expression rewriting, constraint set simplification, implied value concretization, constraint independence and a counter-example cache.

To decrease the number of constraint expressions, various fuzzing systems lead the symbolic execution to a certain target. TaintScope (Wang et al., 2010) identifies checksum fields in input instances and accurately locates checksum-based integrity checks by using a branch profiling technique, then alters the control flow to bypass such checks, which increase the number and complexity of symbolic expressions. GWF (Godefroid et al., 2008), BORG (Neugschwandtner et al., 2015) and MoWF (Pham et al., 2016) reduce constraint expressions by pruning from the search space any paths that are exercised by invalid inputs. Driller (Stephens et al., 2016) mitigates path explosion using concolic execution only to satisfy complex checks at the transition between compartments in the application. MoWF (Pham et al., 2016), BORG (Neugschwandtner et al., 2015) and Dowser (Haller et al., 2013) concentrate symbolic execution on code that might trigger special vulnerabilities.

5.2.2. Coverage feedback

AFL (Zalewski, 2016), AFLFast (Böhme et al., 2016), VUzzer (Rawat et al., 2017), Skyfire (Wang et al., 2017), AFLGo (Böhme et al., 2017) and Steelix (Li et al., 2017) use coverage feedback. AFL (Zalewski, 2016) uses a code instrumentation technique (Bhansali et al., 2006; Luk et al., 2005; Nethercote and Seward, 2007; Bruening, 2010; Parady, 2017) to identify inputs that proceed through new paths in program execution. These inputs are used as quality seeds for the next round of fuzzing. This approach can significantly improve the path coverage and the probability of finding vulnerabilities.

AFLGo (Böhme et al., 2017), AFLFast (Böhme et al., 2016), Steelix (Li et al., 2017) and Skyfire (Wang et al., 2017) and VUzzer (Rawat et al., 2017) are based on AFL (Zalewski, 2016). AFLGo (Böhme et al., 2017) guides the fuzzing to the locations identified by setting a changed statement in patch testing. Steelix (Li et al., 2017) uses lightweight static analysis (Kinder et al., 2009; Sparks et al., 2007; Tip, 1994; Weiser, 1979, 1981, 1982) and instrumentation (Bhansali et al., 2006; Luk et al., 2005; Nethercote and Seward, 2007; Bruening, 2010; Parady, 2017) to add comparative progress information in feedback. This information helps the fuzzers obtain the location of magic bytes in the test inputs and perform mutations to match the magic bytes efficiently. AFLFast (Böhme et al., 2016) uses a power scheduling strategy, which is based on a Markov chain model (Norris, 1998), to assign the most fuzzing energy to paths in low-density regions.

Skyfire (Wang et al., 2017) improves the efficiency of fuzzing by providing high-quality samples to AFL (Zalewski, 2016). It learns a PCSG from a vast number of existing samples, then leverages the learned grammar to generate well-distributed input. VUzzer (Rawat et al., 2017) generates samples more...
intelligently by adding control flow (Kinder et al., 2009; Sparks et al., 2007) and data flow features (Tip, 1994; Weiser, 1979, 1981, 1982) to the feedback to help discover deeply rooted bugs. Control flow (Kinder et al., 2009; Sparks et al., 2007) is used to prioritize and deprioritize certain paths by assigning weights to basic blocks. Data flow (Tip, 1994; Weiser, 1979, 1981, 1982) is used to infer the relation between the structural properties of the input and the branch conditions.

5.2.3. Grammar representation
SPIKE (Bradshaw, 2010), Peach (Peachtec, 2017), Skyfire (Wang et al., 2017) and GWF (Godefroid et al., 2008) use grammar representation to generate inputs with complex format in order to discover deeply rooted bugs, but the implementation methods are different. SPIKE (Bradshaw, 2010) provides different APIs to specify input data with complex format as nested data blocks that satisfy the relations between different fields.

Peach (Peachtec, 2017) and MoWF (Pham et al., 2016) specify input data by constructing a series of XML files, called Peach Pit, which are written manually. Peach Pit can describe the types of data chunks and fields and the relationships between them. Peach (Peachtec, 2017) uses Peach Pit to mutate the seed file or directly generate the test input, while MoWF (Pham et al., 2016) uses Peach Pit to explore the branches that are exercised depending on the presence of specific chunks.

Skyfire (Wang et al., 2017) does not need to use APIs or write XML files manually to obtain the input format. It can automatically generate format information by learning from a large number of sample files. GWF (Godefroid et al., 2008) describes the format information as grammar-based constraints that are generated directly by symbolic execution. SPIKE (Bradshaw, 2010), Peach (Peachtec, 2017) and GWF (Godefroid et al., 2008) require domain knowledge of the input format, but Skyfire (Wang et al., 2017) does not.

5.2.4. Taint analysis
BUZZFUZZ (Ganesh et al., 2009), TaintScope (Wang et al., 2010), Dowser (Haller et al., 2013), BORG (Neugshwandtner et al., 2015), SYMFUZZ (Cha et al., 2015) and VUzzer (Rawat et al., 2017) all use taint analysis. BUZZFUZZ (Ganesh et al., 2009) and SYMFUZZ (Cha et al., 2015) combine taint analysis with random variation. BUZZFUZZ (Ganesh et al., 2009) uses taint analysis to locate input regions that influence values used at key program attack points and then mutates the data in these identified regions of the original inputs. SYMFUZZ (Cha et al., 2015) automatically finds an optimal mutation ratio for mutational fuzzing based on the input-bit dependence inference, which is obtained by symbolic analysis. SYMFUZZ (Cha et al., 2015) uses taint analysis to reduce the cost of symbolic analysis on each basic block.

TaintScope (Wang et al., 2010), Dowser (Haller et al., 2013) and BORG (Neugshwandtner et al., 2015) combine taint analysis with dynamic symbolic execution. TaintScope (Wang et al., 2010) uses taint analysis to identify which bytes in an input are used in security-sensitive operations and then modifies those bytes. Dowser (Haller et al., 2013) and BORG (Neugshwandtner et al., 2015) perform dynamic taint analysis to reduce the amount of symbolic input. They identify which parts of the input influence memory access in the target location and then symbolize these parts for dynamic symbolic execution. Both find only specific categories of bug. Dowser (Haller et al., 2013) aims at buffer overflow vulnerabilities, and BORG (Neugshwandtner et al., 2015) aims at buffer overread vulnerabilities.

VUzzer (Rawat et al., 2017) performs dynamic taint analysis to obtain information on which offsets in the input are used at several branch conditions and what values are used as branch constraints. This information is added to the feedback sent to the mutator to generate new inputs.

6. Future directions
In this section, we will discuss the possible future research directions of fuzzing techniques on the basis of analysing different fuzzing techniques and fuzzing systems. We will discuss the application of different techniques in fuzzing systems in terms of three aspects: techniques used in fuzzing systems, techniques newly introduced into fuzzing systems, and techniques not used in fuzzing systems.

6.1. Techniques used in fuzzing systems
We can see from Sections 4.3 and 4.4 that the development of fuzzing techniques has entered an era of combining different techniques. With analysis of the advantages and disadvantages of the existing techniques, different combinations of techniques may provide new ideas for improving the effectiveness of fuzzing in the future. For example, we can reduce the number of fields to be symbolized and determine where to perform symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008) by incorporating grammar representation (Banks et al., 2006; Röning et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitblip, 2016).

First, we symbolize all the fields in the input data, perform symbolic execution (Cadar et al., 2008; Cha et al., 2012; Chipounov et al., 2011; Godefroid et al., 2008), and analyse certain special fields, such as checksum fields. In the symbolic trace, we mark the code position where the special field is used for the last time. Then, we begin the second symbolic execution at the marked position without symbolizing the special field, generate partial data from symbolic expressions using the SMT solver (Bjørner and Phan, 2014; De Moura and Bjørner, 2008; Ganesh and Dill, 2007), and compute the special fields with the help of grammar representation techniques (Banks et al., 2006; Röning et al., 2002; Peachtec, 2017; Bradshaw, 2010; Fitblip, 2016).

This method can alleviate the problem of path explosion in the symbolic execution by reducing the symbolic expressions produced by calculating checksum data and other complicated computation, so it can improve code coverage because the samples can access the deeper code hidden behind the checksum code.

6.2. Techniques newly introduced into fuzzing systems
Currently, machine learning (Dietterich, 1997) has penetrated various fields and shows extraordinarily good results. Papers in the last two years describe the attempts of researchers to combine machine learning with fuzzing techniques (Godefroid
et al., 2017). This trend will continue in the future. For example, machine learning can be used to identify the potentially dangerous paths and sections in the program by learning from paths and sections in many programs that hide vulnerabilities or in a program into which we add some vulnerabilities using tools, e.g., LAVA (Dolan-Gavitt et al., 2016), or to help choose a mutation strategy after learning the effects of using different mutation strategy before. These mutation strategies may include which seed to choose, which section in the seed to mutate, and the strategy by which to mutate these sections. Deep integration between fuzzing techniques and machine learning will increase the efficiency of fuzzing and even lead to a breakthrough in this field.

6.3. Techniques not used in fuzzing systems

Some techniques not currently used in fuzzing systems might nevertheless improve the fuzzing efficiency, for example, PSO (particle swarm optimization) (Kennedy, 2011). Solving a large number of constraint expressions often presents difficulty in symbolic execution. The symbolic expressions can be considered as a set of equations, and the solution to the equations is the input data that can be executed along the path that generates the symbolic expressions. A set of input data can represent a particle, and the solution of all equations is expressed as the optimal problem in PSO (Kennedy, 2011). PSO (Kennedy, 2011) can quickly approximate the optimal solution through mutual learning between particles. Thus, the problem of symbolic resolution can be transformed into a problem of finding the optimal solution by PSO (Kennedy, 2011).

7. Conclusion

Fuzzing efficiency has greatly improved in the past 20 years. It has developed from the original black-box fuzzing to whitebox fuzzing and grey-box fuzzing, from mutational fuzzing to generational fuzzing, and from no-feedback fuzzing to feedback fuzzing. Grammar-based fuzzing eases the difficulties in fuzzing and digs out deep-seated vulnerabilities to some degree. Dynamic symbolic execution transforms the process of fuzzing into a mathematical problem. Taint analysis allows the fuzzing process to provide an accurate impact of the input data on the target program. Static analysis provides an excellent global view for fuzzing. Path coverage-based fuzzing greatly improves the efficiency of fuzzing. Machine learning now introduces a new method to fuzzing. With the continuous deeper understanding of the fuzzing process and the effective use of existing techniques, fuzzing techniques will provide improved technical support for software security.
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